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D

ecentralized nam
ing system

 for resources.

●
H

ierachical.
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C
ontext: N

IC
 C

hile
operations

●
Adm

inistrator of the “.cl” ccTLD
. 

●
M

ore than 550,000 registered dom
ains.

●
26+ nodes directly m

anaged on 10+ countries.

●
Tw

o external D
N

S clouds

○
N

etnod

○
Packet C

learing H
ouse (PC

H
)
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C
ontext: w

hy
is

D
N

S m
onitoring

interesting?
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C
ontext: w

hy
is

D
N

S m
onitoring

interesting?

●
2016: D

yn
D

N
S attack.

●
M

ore than 1,200 affected dom
ains.

●
Peak of 1.2 Tb/s.

●
2 hours betw

een detection and 

resolution for every event.
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H
ow

 is D
N

S M
onitored?

●
D

N
S Statistics

C
ollector(D

SC
)

●
Pre-Aggregated D

ata
●

Q
TYPE

●
O

PC
O

D
E

●
R

C
O

D
E

●
…

●
Pos-Aggregation

●
Stats by server

●
D

N
S-STATS

●
EN

TR
AD

A
●

Transfer pcap
files

●
H

adoop C
luster for processing
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FirstTry: D
evelop

ourow
n

solution

W
e developed R

aTA
D

N
S (R

eal Tim
e 

Analysis of D
N

S packets)

●
C

apture and reduce inform
ation.

●
Transfer results over R

ED
IS 

Q
ueue.

●
Show

 the inform
ation on our ow

n 
presenter.

W
ere w

e reinventing the w
heel?
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Second Try: U
se O

pen Source Softw
are

●
Instead of developing everything, integrate different open source softw

are.

●
M

any parts of a m
onitoring system

 have already been developed.

●
M

any of them
 are used in production.
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W
hatw

e
w

anted
to

m
easure?

●
Packet M

etadata

○
D

atetim
e

○
Server N

am
e
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○
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○
N

etw
ork Protocol
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Size

●
D

N
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uery/R
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○
Q
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○
O
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C
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R
equirem

ents
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R
equirem

ents

●
Secure

●
Fast

●
Low

 C
ost
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D
N

S Packet C
apture

Storage
Visualization

●
U

nitary

●
C

om
pressed

●
Fast to process

●
Big Volum

e of 

Inform
ation

●
Scalable

●
Fast Access

●
R

elevant Inform
ation

●
Alert Abnorm

alities



Softw
are to analyze

●
PacketBeat

●
C

ollectd

●
Fievel

●
D

SC

●
gopassivedns
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C
apture

Storage
Visualization

●
Prom

etheus

●
D

ruid

●
C

lickH
ouse

●
InfluxD

B

●
ElasticSearch

●
O

penTSD
B

●
Kibana

●
G

rafana

●
G

raphite



Packet C
apture
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IPv4
IPv4 
Fragm

ented
IPv6

IPv6 
Fragm

ented
U

D
P

TC
P

D
isaggregated 

Inform
ation

Fievel
✔

✔
✔

✔

Packetbeat
✔

✔
✔

✔
✔

collectd
✔

✔
✔

dsc
✔

✔
✔

✔
✔

✔

gopassivedns
✔

✔
✔

✔



Packet C
apture

●
D

nsZeppelin: D
N

S Packet capturer.

○
Based

on
PacketBeatand gopassivedns.

○
Fragm

ented
IP Assem

bly.

○
TC

P Assem
bly.

○
D

irect connection to database system
.

●
Source code: https://github.com

/niclabs/dnszeppelin
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Softw
are to analyze

●
PacketBeat

●
C

ollectd

●
Fievel

●
D

SC

●
gopassivedns

●
D

nsZeppelin ✔
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C
apture

Storage
Visualization

●
Prom

etheus

●
D

ruid

●
C

lickH
ouse

●
InfluxD

B

●
ElasticSearch

●
O

penTSD
B

●
Kibana

●
G

rafana

●
G

raphite



Benchm
ark

●
C

PU
 U

sage

●
Prim

ary M
em

ory

●
Secondary M

em
ory

●
Q

uery Tim
e
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●
C

P
U

: Intel(R
) C

ore(TM
) i5-4200U

.

●
C

ores: 2.

●
Threads: 2.

●
P

rim
ary M

em
ory: 8G

iB
 D

D
R

3 1600.

●
O

perating S
ystem

: U
buntu 14.04 LTS

.

●
A

rchitecture: x64

●
Testing

rate: 3,000 P
ackets/S

econd.



Benchm
ark

20
* E

lasticS
earch

stopped answ
ering query's after 3 hours of the benchm

ark.
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Softw
are to analyze

●
PacketBeat

●
C

ollectd
●

Fievel
●

D
SC

●
gopassivedns

●
D

nsZeppelin ✔
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C
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Storage
Visualization

●
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●

D
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lickH
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●
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●
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Visualization
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Softw
are to analyze

●
PacketBeat
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C

ollectd

●
Fievel

●
D

SC

●
gopassivedns

●
D

nsZeppelin ✔
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C
apture

Storage
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●
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●
D
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penTSD
B

●
Kibana

●
G

rafana ✔

●
G

raphite



R
esulted

System
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Architecture
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Load Sim
ulation

●
N

orm
al Sim

ulation:

●
Packets/Second: ~7,000 pps

●
Tim

e running: 36 H
ours

●
Total packet count: ~927,000,000

●
Total uncom

pressed data: 52 G
B

●
Total com

pressed data: 7.1 G
B

●
C

om
pressed packet size: ~8.3 Bytes
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Load Sim
ulation

●
N

orm
al Sim

ulation:

●
Packets/Second: ~7,000 qps

●
Tim

e running: 36 H
ours

●
Total packet count: ~927,000,000

●
Total uncom

pressed data: 52 G
B

●
Total com

pressed data: 7.1 G
B

●
C

om
pressed packet size: ~8.3 Bytes
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●
Flood Sim

ulation:

●
Packets/Second: 120,000 qps

●
Average C

PU
 U

sage: 30%
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SQ
L Interface

●
Q

uery
individual D

N
S packet.

●
Show

 lastServFail
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Alerting

●
G

rafana Alerting

○
D

efine thresholds.

○
Send m

essages on start/end of 

events.
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Attack
Exam

ple

●
Typical D

N
S packet flood.

●
W

hat type of attack is it?
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Attack
Exam

ple

●
<random

string>.cl

●
ISP don’t have query cached.

●
R

andom
 D

N
S Q

uery Attack.



38

Attack
Exam

ple



39

Attack
Exam

ple

●
exam

ple.cl

●
ISP have query cached.

●
Packets are easier to craft.



Lim
itations

●
C

urrently it’s not handling all the data in the D
N

S packet.

●
R

equire sm
all m

odifications to use the distributed capabilities of C
lickH

ouse.

●
The alert system

 is too sim
ple.
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C
onclusion

●
W

orking D
N

S M
onitoring Solution

●
D

nsZeppelin

●
C

lickH
ouse

●
G

rafana

●
M

ake our m
onitoring m

ore intelligent.

●
U

se open source softw
are.
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Q
uestions?

Source
code:

https://github.com
/niclabs/dnszeppelin-clickhouse

Felipe Espinoza -fdns@
niclabs.cl

Javier Bustos -jbustos@
niclabs.cl

42


